PHYS30201 Mathematical Fundamentals of Quantum Mechanics 2016-17:
Solutions 1

1. (i) Let |v) = (vy, v9,v3) etc. ajv) = (awq, g, aws) which is another complex number triplet for
any «; |v) + |w) = (v1 + wy, v2 + wo, v3 + w3) is another. The commutivity and associativity of
complex arithmatic ensure the correponding properties of the number triplets: |w)+ |v) = |v) +
s () + o)) + ) = [1) + (o) + w)); (@B} = a(Blu)); 1[o) = [v}; (a -+ B)lo) = o) + Blo);
a(lu) + v)) = alu) + a|v). The null vector is |0) = (0,0,0), so |0) + |v) = |v) + |0) = |v). The
inverse is | — v) = (—vy, —vg, —v3) and |—v) + |v) = |[v) + |—v) = |0).

(i)
a)_>+/= _— ?=7 b)/x1.5=/'

d . .,

C)(4> +/)X0.5:4>+/=4

=/x 0.5

In the picture above, a) and b) illustrate the rules of addition and scalar multiplication, both
of which genererate another vector; a) also shows that addition is commutative; that it is also
associative (the order of addition of three or more vectors doesn’t matter) is obvious but not
shown. Multiplying by unity leaves the vector unchanged (not illustrated). c) illustrates the
1st distributive rule for scalar multiplication, the second is not illustrated but involves showing
that, say, multiplying a vector by 2 and by 3 and adding the results is like multiplying it by
5 to start with. The zero vector is an arrow with zero length-—a point—and adding it to any
vector leaves it unchanged (not illustrated). d) shows that the inverse of a vector is another
with the same length but reversed direction, with the sum of the two being the zero vector.

In both (i) and (ii), results such as the uniqueness of the null and inverse vectors are obvious.

2. (i) Yes. The sum of two functions or the product of a function and a number is another function,
and it will satisfy the boundary conditions. Commutivity and associativity for addition, the
distributive laws for scalar multiplication and multiplication by unity as the identity all follow
from the rules of arithmetic. The zero vector is f(x) = 0 (that is, the function equals the
number 0 for all ). The inverse vector is g(x) = — f(x) (not the inverse function f~!(z)); both
the zero vector and the inverse satisfy the boundary conditions.

(ii) Yes. Focusing only on the differences from the first case, we note that the sum of two
periodic functions and a scalar times a periodic function (including —1 for the inverse) all give
periodic functions; also f(x) = 0 is periodic.

(iii) No, because the sum g(z) of two functions each with f(0) = 4 has g(0) = 8, so g is not a
vector in the space. (Similarly for scalar multiplication; there is also no zero vector or inverse.)

3. A generic 3rd order polynomial (TOP) has the form |c) = ¢y + 12 + cox? + c323, with complex
coefficients ¢;. The sum of two TOPs |c) and |d) is another |f) with f; = ¢; + d;; similarly a|c)
is a TOP with coefficients ac;. If a = 1 the TOP is unchanged. Commutivity, associativity
and the distributive laws follow from the rules of arithmetic. The zero vector is the TOP with
all coefficients equal to zero. The inverse vector has coefficients —c;.

The inverse vector corresponding to 3 + iz + (1 — 2i)2® is —3 — iz — (1 — 27)a>.

This is a 4-dimensional space, with the obvious basis being 1, z, % and 2. (Recall that these are
all linearly independent: it is not possible to find numbers ¢; such that cy+cjz+cox? +c32® = 0
for all x in some finite range, as opposed to at up to three individual values of z.) Another



obvious basis is Legendre polynomials: 1, x, %xQ — % and 313 — %:1: (This is an orthogonal basis
with the usual definition of the inner product for functions.)

If only odd functions are considered, we still have a vector space (check the rules) but a 2-
dimensional one this time. Both the bases we wrote down previously consisted of functions
with definite symmetry, so we just select the odd ones. (If you think of 0 as 0 x 1, ie ¢ = 0,
you might worry that the zero vector is not in the space, but 0 = 0 x x + 0 x 23 here.)

4. i) Assume that there is a vector |b), |b) # |0), such that |v) 4 |b) = |v). Now add |—v) to each
side and use |—v) + |v) = |0) which is the definition of |—v). Then we get |0) + [b) = |0).
But by the definition of |0) the LHS is |b). Hence we have |b) = |0), which contradicts our
initial assumption. Hence no such vector |b) can exist and the zero vector is unique.

ii) From the rules, 1|v) = |v). But 1 = 140, so |v) + 0Jv) = |v). But this means that 0|v)
satisfies the definition of the zero vector, and since the latter is unique, it IS the zero vector.

5. a) Dependent since 2(1,1,0) + (1,0,1) — (3,2,1) = 0.
b) Independent: the only solution to a(1,1,0) 4+ b(1,0,1) +¢(0,1,1) =0isa=b=c = 0.
(2,4,6) = a(1,1,0)+5b(1,0,1)+¢(0,1,1) = a+b=2,a+c=4,b+c=6=a=0,b=2,c = 4.

6. Let {|i)} be aset of N linearly independent vectors which is not a basis. If it is not a basis, there
is at least one vector |v) in the space which cannot be written as 3>~ v;|i). But that means that
the set {|1)...|N),|v)} is a set of N + 1 linearly independent vectors. But an N-dimensional
space cannot by definition have such a set, so we have reached a contradiction. The initial set
must have been a basis, and the addition of any other vector gives a set which is not linearly
independent.

7. i) (a) The positive = axis is NOT a subspace, because no vector has an inverse—if ai is in the
space, a must be positive, but then —ai is not in the space. (Multiplication by (negative)
scalars will also take one outside the space.)

(b) the plane z = 1 (vectors of the form zi+ yj+ k) is NOT a subspace. Almost none of the
rules of a vector space are satisfied; the sum of two such vectors will be in the plane z = 2,
for instance. Most obviously the zero vector is not in the space.

(c) the plane x+y+2z = 0 (vectors of the form zi+yj— (z+y)k) IS a subspace. This consists
of all vectors in the plane perpendicular to i 4+ j + k which passes through the origin. The
sum of any two vectors in this plane is another in the plane, as is a real number (including
—1) times such a vector; finally, the zero vector is in the plane.

ii) First, note that the set of all vectors orthogonal to a given vector |v) includes the zero vector,
since (0|v) = 0. So this is like the third example above, not the second. If we started with a
basis of the original space which included |v), we could by Gram-Schmidt orthogonalisation
construct an orthogonal basis starting with |v), which would consist of |v) and N — 1 other
vectors orthogonal to |v). These form a basis for an N — 1 dimensional subspace, as can
casily be seen—any linear combination of these N — 1 vectors is in the subspace, as is |0)
and the inverse of any vector in the subspace.

8. (i) In any of V¥, VM and V¥ @ V¥ we can write |0) = 0|p) where |p) is an arbitrary vector in
the space. So |[v) ® |0) = |v) ® (0|w)) = 0(]v) ® |w)) = 0 and similarly starting with |0) ® |w).
The inverse of |v) ® |w) can be written |—v) ® |w), [v) @] —w), —(|v) @ |w)), or —(|—v) @ | —w)).
They are all the same vector.

(ii) The individual spaces are 2-dimensional and the product space is 4-dimensional. zy, (z +
23)(y + 2¢°), vy — zy® + 23y — 23y and xy + 223y are all vectors in the product space. All
are seperable except the last (the third can be written (z + 23)(y — %?)).



9.

10.

11.

la) — ( —222) by — (2—;&) ) — (iz)

alb) = (=2, —2i) (2';.3”') — 6 (ba) - (2 3i,—2i) ( _222> 6
(cle) = (=31, ~4i) ( 01 ) =252 || =5.

We wouldn’t normally calculate both (a|b) and (b|a)! While we are at it, note |a| = 21/2 and
|b| = V/17 so we can check that the triangle and Schwartz inequalities are satisfied.

[¥) = C(11) +2i[2) + (1 +)[3)) so

(1
(Wlw) = [CP((1] = 2i2] + (1 — i) (3]) (|1) + 26[2) + (1 +14)|3))
y 2 ((L1) 4+ 20(1|2) + (14 0)(1|3) — 2i(2[1) +4(2]2) + ... + 2(3]3))
=|CPP1+04+0+0+4+0+0+0+2)=7|C%

We used the fact that for an orthonormal basis (1|1) = 1, (1|2) = 0 etc., usually we would not
write all these terms out explicitly but jump straight to (Y[v) = |C]*(1 +4+2). Anyway we
need |C|~' = V7, but /7, =7, iv/7, V/7e™/5 ... etc are all possibilities.

The original set is {|a) = (1,1,0), |b) = (1,0,1), |¢) = (0,1,1)}. Let the new orthonormal basis
be {|1), 12),[3)}. [1) is just normalised |a): 1) = /4(1,1,0).
For |2) we start with |b) and subtract the bit perpendicular to |1). For that we need (1|b) = \/; ,

12) = C(|b) — (1p)]1)) = C((1,0,1) — 5(1,1,0)) = 3C(1,-1,2) = \/E(L —1,2)

(to start with we left the normalisation C' undetermined then fixed it at the end). Finally we

need (1|c) = 1/v/2, (2|c) = 1/v/6 and
13) = D(Je) — (L|e)]1) — (2]e)[2))
=D((0,1,1) = 5(1,1,0) — (1, -1,2)) = ©(—4,4,4) = \/g(l, —1,-1)

where we chose D negative for tidiness. At the end of this rather lengthy procedure we should
check all the inner products do vanish! If we’d started with the original vectors in a different
order, we would have obtained a different result.

i) If [¢) = |a) — ({bla)/[b[*) |b), then

w0) = (o= S01) (100 - )

BN 1 G 0] P ) ]

But (¢|¢) > 0, so the result [(bla)| < |a||b| follows. (In two and three dimensions, this
translates to | cosf| < 1, where 6 is the angle between the vectors.)
i)
la+ b = (a+ bla+b) = (ala) + (b]b) + (a|b) + (b|a) = |al* + |b]* + 2Re (alb)
laf* + [ + 2{{alb)|
laf* + 161" +2a| |o] = (|a| + [b])*
|



13. i)

ii)

iii)

where we used the fact that the real part of a complex number is not greater than its
magnitude, and then the Schwartz inequality, and finally the fact that both quantities are
non-negative so we can take the square root and still preserve the inequality.

Clearly the sum of any two 2 x 2 matrices is just another matrix, and the usual rules of
arithmetic mean that the commutative, associative and distributive rules of addition and
scalare multiplication, and multiplication by unity as the identity, all hold. The zero vector

0 0 . a b . —a —b
S(O 0)andthemversevectorof(c d>1s< —d)'

(I) Skew-symmetry is proved as follows: (M|N) = $Tr(M'N) = $Tr((M'N))*

(N|M)* as required for the inner product in a complex vector space.

(IT) Positive definiteness is demonstrated by $Tr(MIM) = £(|a|® + [b]* + |¢|* + |d[*) > 0
(III) Linearity on the ket side follows from linearity of the trace.

—C

Sample calculations to show (i|j) = §;; are shown below (watch out: (3| and |4) are repre-
sented by the same matrix.)
1 1
-1 -1

(1
()0
()0 (i)

-1
There is no need to check (j|i) as well as (i|j) as they are the same from rule (I).
The 4 orthonormal vectors are linearly independent and hence form a basis in this 4D space.

(204) = LTx

(313) = 1T

(4)3) = 1Tx

= (1|M) = \[Tr (1 1)(“ b)] \f(a+b+c+d)

= (M) = /iy ( T )( )} Via—b—ctd)

= (3IM) = /I ( } )( )} Via—btc—d)
ma = {4|M) = /VTe ( )( )} La+b—c—d)

(MIM)=%(Ja+b+c+d+la—b—c+dP+|a—b+c—df +]a+b—c—dJ)
= 5(lal” + [b]* + |c[* + [d]*)

14. In all the following we use linearity of the inner product extensively.

)<|>

mWamwm S li)ila) = 3, e
iv) (fAla) = (011 A (i) ) = X, bi Al

<Nzwm S aylilf) = X, b = o
(Z ) iy =32, bi(iliy = 32 0305 =
<Z > ( a3|] > Zz] ba;(ilj) = Zz] fa;0;; = . bia,.

(bla) =

I

= |a), so since |a) is arbitrary, >, |4) (4|

Zm b;k Al] CL]‘

— LTr(NTM)* =



v) (3, Aulid (i) la) = 55, Auli)(ila) = 52, Asjasli).
Also, Ala) = 37, ¢ifi) where ¢; = (i|Ala) = (i]A(3Z; 7)(j])]a) = ZJ< ilAlj){jla) = 32; Aijay.
So the two are equivalent and since |a) is arbitrary, >, Ai;|i)(j| =
vi) (i|BAk) = (IB (32, 17)Gl) Alk) = 3, By Aji.
vii) (a|C|b) = > 0 Cijbs. Also, (b Ala)” = (Zu ; ]Zal-)* = >_;; a;Aj;b;. Comparing the two,
since |a) and |b) are arbitrary, Cj; = A%,. (Note we chose our dummy indices to aid direct
comparison of the final expressions.)

15. (1/G1) = (2IG|1) = (2|G[2) = 1; ) ) )
(11G12) = =1; @IGI1) = 3|G[2) = (1[G3) = (2|G[3) = (3[G]3) = 0. So

(LG (1G2) (11G[3) I -10
G— | (2G1) (2G]2) (G3) | =1 10
BlGI) (B1G12) (3]G13) 0 00

Note G is not Hermitian. (1|1)) = C, (2[¢)) = 2iC, (3|¢p) = (1 4 i)C with C' = 1/v/7:
1 1. ) 1 1— 22:
¢HW(12+Z¢) Glv) ﬁ(lzzl)
> is Hermitian and unitary.
L ) is neither.
_; is Hermitian (not unitary, even though the determinant is 1).

(iv)

é ) is unitary but not Hermitian.

17. At = Aand UUt = U0 = 1
i) Let Alv) = |w). Then (w| = (v|Al = <U‘A.ASO (| AAv) = (w|w) > 0. (For equality, |v) is

either the zero vector or an eigenvector of A with zero eigenvalue.)
PO AL aaNT NN LA
if) (UAUT> (ONTATDT = UADT (UMU) — UTAN(U) = OTAD
so the transformed matrices are also Hermitian.
iii) (vilo) = (il U0 ug) = (wiluy) = 6.

iv) det(TAUT) = det(U) det(A) det(U) = det(A) det(UUT)) = det(A) (or use det(U) has the
form e and det(UT) = det(U)*). o o A
Tr(ABC) = Tr(BCA) = Tr(CAB) so Tr(UAUT) = Tr(AUTU) = Tr(A)

18. i) By definition, and using Of = Q,
Q|wz) = wi|wi> and <wj|Q = (.U; <wj’
= (w;]Qw;) = wiw;|w;) and (wj]Qws) = W {w)w;)

= 0 = (w; — wj){wjws)



i)

19. i)

i)

iii)

20. i)

i)

so either (wjlw;) = 0 or (w; —wj) = 0. If i = j the first is not possible (|0) is not an
eigenvector) so the second must be true: (w; —w}) = 0 so w; is real. Hence we have proved the
first point. Now if ¢ # j the second cannot be true because (in this case) the eigenvalues are
non-degenerate, so the first must be true: (wj|w;) = 0 and the eigenvectors are orthogonal.
(If there is degeneracy, this argument can only be used to show that the eigenvalues are
real and the eigenvectors corresponding to distinct eigenvalues are orthogonal, but in fact a
complete orthogonal set can be found.)

Any vector |a) can be written in this basis as ), a;|w;). Then
(O wilwi)(wil) la) = >, wilwi)a;. Also, Qla) = Q (>, ailw;)) = >, aw;|w;). As these are the
same, the operators are equivalent.

We start with UTU = I. When we multiply two matrices C = AB, the element in the ith
row and jth column of C comes from the inner product of the ith column of A with the
jth column of B: C;; = (AT)ikBkj = (Aki)*By;. If C is the identity matrix, all these inner
products vanish except the diagonal ones ¢+ = 7, which are unity. In this case A = B = U, so
the columns of U are normalised and mutually orthogonal. If instead we consider D = ABT,
D;j = Aix(B")gj = Aix(Bjr)*: i.e. D is formed from the inner product of the rows of A and
B, so the same argument goes through for the rows of U.

Ulw:) = wilw:) and (w;|UT = wi {wj]

= (wj]UTU|wi> = wjw;{w;|wi)

= (wjlwi) = wijwi{wjlws) = (wilwi) (1 — wjw;) =0

So either (wj|w;) = 0 or wjw; = 1. If i = j the first cannot be true so wjw; = 1, i.e. w; is a
complex number of unit modulus. If ¢ # j the second cannot be true: if we multiply both
sides by w; and use the previous result we get w; = w; contrary to the initial assuption that
U is non degenerate. So (w;|w;) = 0. (If there is degeneracy, this argument can only be used
to show that the eigenvalues have unit norm and the eigenvectors corresponding to distinct
eigenvalues are orthogonal, but in fact a complete orthogonal set can be found.)

A general complex N x N matrix has N? complex entries and so 2N? real parameters. For
a Hermitian matrix, the N diagonal elements H;; are real and so we have N constraints of
the form Im [H;;] = 0. The N(N —1)/2 elements below the diagonal (H;; for j < i) are not
independent, being just the complex conjugates of the one above, so we have N(N — 1)/2
constraints of the form Re [H;;] = Re[H;;] and N(N —1)/2 of the form Im [H;;] = —Im [H;;].
The number of free parameters is 2N? — N — N(N — 1) = N2

For a unitary matrix, the constraints come from orthonormality of the columns. There are
N normalised columns giving N constraints, » [uj;u;] = 1. (This has to be real, so there
is no constraint from the vanishing of the imaginary part.) And there are N(N — 1)/2 pairs
of orthogonal columns, each this time giving 2 constraints, N(N — 1) in all. So there are N?
constraints and again N? free parameters. The most general 2 X 2 unitary matrix can be

written i [ €0 fe’®  —sin fet
sinfe™™  cosfe™

% ( 1 ), eigenvalue 1 and \/g ( _1 >, eigenvalue —1.
(1 i | band /1 ! i 1 b
3| 1 ) cigenvalue a + b an \/; _1 | cigenvalue a —b.

), where «, (3, v and 6 are all real angles.



21.

22.

iii) Here the ONLY eigenvector is ( (1] ), eigenvalue 1.

iv) (Zfs((g@ ) eigenvalue 1 and ( _Slci(f(é%) ) eigenvalue —1.

V) % ( 1 ), eigenvalue e and \/g ( _1 >, eigenvalue e .

In (i), (iv) and (v) the eigenvectors are orthogonal as we expect for Hermitian and for unitary
matrices. If a and b are real, (ii) is also Hermitian (the eigenvectors are orthogonal either way)
and the eigenvalues for (i) and (ii) are real. (ii) is a frequently met case and the result for
the eigenvectors is worth remembering! (v) is the rotation matrix in the plane, so it is not
surprising that it has no real eigenvectors. It is unitary, though, so as expected the eigenvalues
have unit modulus. In (iii) the characteristic equation is (w — 1)* = 0, so there is a repeated
root, but when this is plugged into the equation for the components of the eigenvectors one
constraint remains, namely that the lower component vanish. (Compare with the case of the
identity matrix, where there is no constraint and hence any vector is an eigenvector, though
there are only two linearly-independent ones.) This matrix is neither Hermitian nor unitary,
so it is not guaranteed to have two eigenvectors.

In all cases the sum of the eigenvalues is equal to the trace and the product to the determinant.

The characteristic equation is w(w? — 2) = 0 so the eigenvalues are —v/2,0,+/2. The corre-
sponding eigenvectors and the matrix of eigenvectors are

1 1 1 1 V2 1
1 -1 1 1 —v2 1
which is unitary.
. 1 —V2 1 01 0 1 V2 1 -v2 0 0
STMS:Z\/ﬁ 0 —/2 101 —/2 0 V2 | = 00 O
1 V2 1 010 1 —v2 1 00 V2

There are no off-diagonal elements in the second row or column of N, so (0,1,0)" is an eigen-
vector with eigenvalue 6, and the other two (unnormalised) are (1,0,1)" and (1,0, —1)" from
the result of qu. 20(ii) above, with eigenvalues 6 and 4. (This illustrates an important point—if
you can guess the eigenvectors, it is trivial to verify your guess and pick up the corresponding
eigenvalues at the same time. For a Hermitian matrix, if you can guess two you can get the
third by orthogonality. If you can guess one, you can simplify finding the other two by requring
them to be orthogonal to that one.)

MN = NM =

o o O
SO D
S O O

So M and N should have common eigenvectors, but looking at our answers only (1,0, —1)" is
in both lists. However any combination of (0,1,0)" and (1,0,1)" is also an eigenvector of N,
and this is only one possible orthogonal pair. (1,v/2,1)" and (1, —v/2,1)" are an equally good
choice. Hence the eigenvectors of M are also those of N, and the pair that are degenerate with
respect to N are distinguished by their eigenvalue under M.



23.

24.

25.

26.

Since €] = cosfle; +sinf ey and e, = —sinf e, + cos b eq,
g _ (e1ler) (erle) \ _ ( cos# —sinf
(eale])  (ea]eh) sinf  cosé

(a},ah) = (cos(a — 6),sin(a — 6)) follows from the left-hand diagram above, and agrees with

the result
o — STa — cosf sinf cosar | cos 6 cos a + sin 0 sin «
- ~ \ —sinf cosf sinav /  \ —sinfcosa +cosfsina |-
On the other hand b has coordinates (cos(a + ), sin(c + 6)) which can be obtained from Sa.

Hermitian and unitary matrices can be diagonalised by a unitary transformation, but the trace
and determinant are unchanged by the transformation. (See qu. 17(iv) above.) Once in diagonal
form, the trace is the sum of the elements and the determinant is their product. Since these
elements are the eigenvalues of the original matrix, the theorem is proved.

First note that 92 =1, so Q3 = Q etc. Then
e =T +jaQ) — %a292 — i%a?’ﬂ‘g e
= (1— %a2+%a4...)1+i(a—§a3+éa?..)ﬂzcosaI%—isinaQ
An obvious (but not unique) choice for the basis in the product space is
{IN=1nell), UH=)el2), [I)=2)e|), [IV)=[2)x2)}

The labelling should make clear whether a ket is in the individual or produt spaces (and roman
numerals are not related to identity operators!). A sample matrix element is
(IQ 11Ty = (1|Q2)(1]1]1) = 1.

In this basis the four basis kets are as usual represented as

<III|II> 1 0 0 0

- ({H}u%) ~(4). un=(4). (1) m-(§),
(IV|I) 0 0 0 1

and

JQe Iy JQeII QI Qe IIV)
VIR Q@I (INQe I  (IQe I TIQeIIV)
(IIIQ@ 1Ty (IIIQe Iy IIQe I (IITQo |IV)
AVIQ I (IVIQe I (IVIQeI|IIT) IVIQQI|IV)

0 0l0 1

s A A 0 0[1 0

1 0/00




The third is the matrix product of the first two (in either order, since they commute). Ignore
the horizontal and vertical lines for now.

Eigenvectors: |1) = |2) are eigenvectors of € with eigenvalues £1, so the 4 eigenvectors of Q® )
are (|1) £12)) ® (|1) £12)) (where the two + are independent), i.e.

1 1
1) 4 11) 4 110) 4 1V) | | and |1) — |11) — [111) +|1V) = | ~|
1 1

both with eigenvalue 41, and
1 1
1)+ |IT) — [I11) — |IV) — _1 and  |I) — |[II) +|III) — |IV) — _1
-1 -1

both with eigenvalue —1. Of course because there is degeneracy, these are not unique; for
example the simpler vectors |I) £ |IV) and |II) + |II]) are also eigenvectors with eigenvalue
+1.

It is easily checked that these are indeed eigenvectors of the corresponding matrix above. They
are orthogonal as expected.

(We might have had the sense to choose the egenstates (|1) +12)) ® (|1) £ [2)) as a basis in the
first place, in which case the matrices above would simply be diagonal.)

For future reference, let’s look at the structure of these matrices indicated by the horizontal
and vertical lines, so that each 4 x 4 matrix is written as 2 x 2 blocks, each block being a 2 x 2
matrix. For instance in I ® € the block structure is diagonal and both diagonal blocks are
identical, like I, but the blocks themselves are just 2. The pattern is reversed for 2 ® I, and
for 2 ® € both the block structure and the blocks themselves are like €2. This is a general
pattern when using this basis:

A®B_>(A11BA12B>'

A21B ‘ A22B



